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# Introduction

(i) the subject matter and the scope of the investigation, (ii) the purpose of the dissertation, and (iii) the organisation of the report.

If applicable, a brief survey of previously published work and current trends may be included in this section.

# Analysis of problem

# Theoretical principles

# Method of investigation

# Design and construction of software system

## Design of the speaker diarization system

**Voice Activity Detection**

Voice activity detection (VAD) or speech activity detection (SAD) is included in the majority of the speaker diarization system. It is used to identify the region of the audio data that is being voiced or containing speech, from the unvoiced or non-speech regions that contain silence or background noise. Energy-based voice detection and model-based voice detection are two main approaches of VAD. The energy-based voice detection removes the silence part based on the energy level and has the strength of simplicity and speed. However, this approach fails to distinguish the load noise from the speech, and therefore is ineffective in many application domains of speaker diarization [1, 2]. To avoid the limitation of energy-based detection, model-based detection that is developed on the different acoustic phenomena, are more frequently used in speaker diarization system [3].

The model-based VAD algorithm that Google developed for the WebRTC project [4] will be applied in the design of our system, the reason includes:

1. The WebRTC project targets on real-time capabilities and its VAD algorithm has been widely used for different delay-sensitive scenarios [5], which is suitable for our offline and real-time applications.
2. The free and open-source implementation of the algorithm is available and there is Python interface (Py-webrtcvad [6]) that is well-suited for our development.

**Feature extraction**

## Design of the Visualization Panel

A visualization panel for the speaker diarization / recognizer system can help the users to understand and examine the diarization results intuitively. The target of the design of the visualization panel includes:

1. To show the number of the speakers
2. To distinguish different speakers and their speech on the timeline
3. To allow the users to playback the audio to compare with the diarization results
4. To allow the users to choose the start point at the timeline to play the audio and pause it in anytime
5. To use the same programming language as the speaker diarization system

To complete the above targets of the visualization panel, two python modules viewer.py and player.py are designed respectively.

The player.py is the module to open, play and pause the input audio files.

The viewer.py will be used to show diarization results of the input audio or audio stream. The x-axis is the timeline of the audio while the y-axis shows the number of the speakers. Rectangle of different colors will be used to display different speakers and their speech in the timeline. The position and the length of the rectangles will be determined by the position and the length of the speech in the timeline respectively. The Matplotlib library, which is the most popular library in Python for 2D plotting will be used in this part.

# Theoretical/Algorithmic/Experimental results

# Discussion/Analysis of approach/results

# Conclusions

In the Discussion and Conclusions sections, critical evaluation of the techniques employed and results obtained should be carried out. Observations derived from the results should be compared with theoretical predictions. The conclusions should follow logically from the argument and results presented in the report. Recommendations for further investigations may also be included. Supplementary information not essential to the report's main thesis is best included under the heading of Appendices

**Introduction**

There is a growing need of using audio processing technologies to index, search, access and analyze the information from audio streams. In many real cases in the presence of multiple speakers including conversations, meetings, conference, broadcast news and debates, there are multiple audio sources or multiple speakers speaking within one audio channel. Speaker diarization, as the focus of audio diarization, is the process used in these cases to determine the number of speakers and assign speech segments to the corresponding speakers. Therefore, it is often summarized as “who spoke when” question [6] . Speaker diarization is an important front-end tool and the audio information output can be more efficiently used as input in searching and indexing audio archives, automatic speaker recognition and natural language processing.

1. **Literature Review**

The traditional three primary application domains of speaker diarization is broadcast news, recorded meetings and telephone conversation [7]. The audio streams from these domains are different in style of the speech, style of the noise source, numbers and locations of microphones, configuration of environment and therefore present unique challenges. Anguera Miró [8] makes detailed comparison between broadcast news and conference meetings. The majority of the literature speaker diarization will only focus on one use cases and some propose specific techniques to tackle the unique challenge. For instance, Anguera, Wooters and Hernando [9] propose the acoustic beamforming technology to take advantage of the multiple microphones available in a meeting room domain to facilitate the speaker diarization process.

Speaker diarization can also be referred as speaker segmentation and clustering, as the majority of diarization approach consist two main steps of segmentation and clustering [10]. Speaker segmentation, or speaker change detection (SCD) in many literatures, aims at finding the speaker change points in the audio so that splitting the original audio stream into speaker homogeneous segments [7, 11]. One popular segmentation algorithms is the use of Bayesian information criterion (BIC) firstly introduced by Schwarz [12] and firstly used in speaker segmentation by Chen and Gopalakrishnan [13]. Many state-of-art systems incorporate BIC as a segmentation metric in the following [14, 15]. As BIC approach is computationally intensive, several works (e.g. [16]) propose modification or other technologies used with BIC to speed up the process. Some common alternative segmentation approaches include Generalized Likelihood Ratio (GLR) [17] and Kullback–Leibler (KL) divergence [18]. Some recent papers propose advanced technology like deep neural network (DNN) to find speaker change points [19].

Clustering, on the other hand, focus on agglomeration of segments from segmentation step into groups that from the same speaker. One of the popular approaches recently is unsupervised i-vector clustering. Sell & Garcia-Romero [20] propose a system that uses i-vectors and probabilistic linear discriminant analysis (PLDA) which has good performance for multi-language telephone conversation data.

Speaker diarization system can be differentiated as offline and online system. The offline system have access the whole audio recording before processing, and the clustering step is performed only when complete audio stream has been segmented. This means the offline diarization system cannot be used in real-time applications where the analysis on the audio has to be conducted simultaneously or with acceptable latency when the audio is created. Online diarization, on the other hand, only have access to the audio data up to the point that is been recorded, which means the diarization have to perform in a “left-to-right” fashion [21] that process and assign the segments once they are created and detected in the audio stream. Therefore, online speaker diarization or real-time speaker diarization can be used in real-time applications like multi-person / human-computer voice interactive systems. Offline speaker diarization is the main focus in the field of speaker diarization [8] and there is limited work on online speaker diarization. Araki, Fujimoto, Ishizuka, Sawada and Makino [22] present a real-time speaker diarization system for the meeting environment. However, the system relies on the speaker seat locations and has the limitation of detecting only one speaker in one frame even if there are multiple speakers speaking. Geiger, Wallhoff and Rigoll [23] propose an online speaker diarization based on Gaussian mixture models (GMMs) and start the system with male, female and noise models, tested with broadcast news data. However, their system has difficulties dealing with speech overlapped by music. Zhu and Pelecanos [21] propose a novel Maximum a Posteriori (MAP) adapted transform within the i-vector speaker diarization framework, which have good diarization result for English-speaking telephone conversation data.

1. **Objectives**

As the limited work on online diarization system and the importance of the speaker diarization for real-time applications, the objective of this dissertation is to build a real-time speaker system that fulfills the following requirements:

1. The system can perform speaker diarization for recorded audios like radio talk or phone conversation;
2. The system can perform speaker diarization in a real-time fashion, that can process the live speech audio and generate output as the input is analyzed;
3. The system should be language-independent and operating-system independent;
4. The system should not require the number of the speakers, identity of the speakers or the voice samples of the speakers for the training.
5. **Methodology**
   1. **Data**

Several databases that the audio recordings are transcribed into speaker segments, are available for training and testing in the development of speaker diarization system.

For meeting environment, sample databases include:

* ICSI Meetings Recorder corpus [24]
* NIST Meeting Pilot Corpus Speech [25]

For telephone conversation, sample databases include:

* LDC CALLHOME English corpus [26] and CALLHOME corpus in other languages are also available.

For broadcast news, sample databases include:

* LDC 1996 radio broadcast news database (HUB4) [27] and an overview of broadcast news corpora is conducted by Graff [28].
  1. **System design**

1. Data Preprocessing:

The first step of a prototypical speaker diarization system is the audio data preprocessing, which usually include noise-reduction, parameterization of speech data into acoustic features and speech activity detection (SAD) [11]. The audio data processed in this step will be the input of the following segmentation and clustering

The common features extracted for speaker diarization include:

* Mel Frequency Cepstral Coefficients (MFCC)
* Linear frequency cepstral coefficients (LFCC)
* Perceptual Linear Predictive (PLP)
* Linear Predictive Coding (LPC) [8].

In this dissertation project, the focus will be put on the MFCCs which are frequently used in online speaker diarization system [23, 21]

2) Speaker Segmentation and clustering

Based on the literature review, possible algorithms that can be considered in this step include but not be limited to:

* Bayesian Information Criterion(BIC)
* KL-divergence
* Gaussian Mixtures Models
* I Vector

To make the speaker diarization process performed in a real-time/ left-to-right fashion, necessary modification or adaptions are required for the above algorithms.
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